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Abstract

Today’s  social  era is  inundated with various types arti�cial  intelligence (AI)  and chatbot  technologies.  Within this  digital
era, society has become more connected to others yet more disconnected from humanity. AI has not taken over in-person
and human contact completely, however it has provided an alternative solution or option towards human contact for some.
Within these social and digital societies much has adapted, whereby the world of therapy and therapeutic attempts has also
undergone transitions to being able to service patient needs by o�ering telehealth and virtual sessions. With the rise in glob-
al  loneliness  and decreased desire  for  social  interaction,  such o�ers  the  opportunity  to  explore  whether  people  lend their
trust towards human or AI technologies such as chatbot services when seeking therapy; as well as the e�ectiveness of in-per-
son therapy versus AI led therapy.

Keywords: �erapy; AI; Robotic �erapy; Telehealth; Net�ix; Chatbot

© 2025. Katelynd Campo. �is is an open access article published by Jscholar Publish-
ers and distributed under the terms of the Creative Commons Attribution 4.0 
International License, which permits unrestricted use, distribution, and reproduction 
in any medium, provided the original author and source are credited. 



2

JScholar Publishers J Men Hea Psy Dis 2025 | Vol 4: 102

Introduction

Emotion - what does this word mean? According

to the Merriam-Webster dictionary, the word emotion re-
fers to “…a conscious mental reaction (such as anger or
fear) subjectively experienced as strong feeling usually di-
rected toward a speci�c object and typically accompanied
by physiological and behavioral changes in the body…” [1].

AI  and  emotion  have  forever  been  a  taboo  when
spoken about together. AI is o�en pitted as unable to experi-
ence subjective emotion, and therefore unable to provide in-
herently personalized and empathetic responses. Rather, AI
has  been  acknowledged  as  a  machine  device  used  to  pro-
duce  e�ciency  and  optimize  production.  As  [2]  infer  in
their  book  “How  Reason  Almost  Lost  Its  Mind”,  the  pur-
pose  of  computer  machines  is  to  rationalize  the  unthink-
able, to make ruthless decisions that humans are rather un-
able to base on felt emotions (p.16). However, when contem-
plating the Net�ix original series “Too Hot To Handle”, this
idea that AI mechanisms hold the ineptitude to experience
and deliver personalized and sympathetic responses can be
re-imaged to indeed actually possibly retain the intelligence
and capacity to perhaps do so. For when analyzing this Net-
�ix show, it is observable that AI robots can perhaps act as
this sort of robotic therapist, o�ering possibly higher under-
standing and agility in e�ecting change towards problemat-
ic emotional behaviors as showcased by the various contes-
tants.

When grappling with the concept of emotions, AI
technologies and therapeutic attempts, the notion of a “cold
hard-drive”  installed  within  a  computer  operated  system
versus a warm human heart housed within a human being,
rises multiple questions. Queries such as “does the use of AI
technologies provide the opportunity to avoid human con-
tact  and  alleviation  possible  sentiments  of  being  judged  or
embarrassed by a human therapist decrease?”, “Do AI tech-
nologies bring about the ability for people to talk more free-
ly, feel less restricted, o�er greater anonymity, and provide
more emotional security?”, “Do the responses from AI tech-
nology  provide  a  better  sense  of  unbiased  therapy?”.  With
that said, this paper seeks to investigate if AI technology led
therapy  o�ers  a  preferred  medium  of  therapy  versus  hu-
man-led therapy within contemporary society today.

Literature Review

What  is  AI?  “Arti�cial  intelligence  is  a  constella-
tion of many di�erent technologies working together to en-
able machines to sense, comprehend, act, and learn with hu-
man-like levels of intelligence…” [3]. AI is also described to

exists in varying ‘degrees’ - Narrow (or “weak”) AI and Gen-

eral (or “strong”) AI. Narrow AI is de�ned as arti�cial intelli-
gence that accompanies us in our everyday lives, perform-
ing single tasks and distributing e�ciency in our day-to-day
(examples of this type of AI include weather applications,

digital assistants, etc.,) [3]. Narrow AI in sum is constructed

and utilized for speci�c or limited tasks, it is a type of analyt-

ical intelligence that de�nes functions and applications [4].

General (or “strong”) AI refers to arti�cial intelligence that
relates to the common perception of what AI constitutes
(i.e., machines that provide human-like intelligence which
thinks strategically and creatively, all whilst handling more

complex tasks) [3]. General AI therefore refers to the type of
arti�cial intelligence that is capable of �nding a solution
without human intervention [4]. According to [3], “…arti�-
cial intelligence remains an extension of human capabilities,
not a replacement.”.

AI Intelligence/Rationality

�e term rational by de�nition refers to “Having
reason or understanding.”  (Merriam-Webster  Dictionary,
online). �e ability to decide rationally is possessed in the
strength and competence to think responsibly [5]. Accord-

ing to [5], AI devices represent intelligent agents, which re-
fers to:

“An  intelligent  agent  “takes  the  best  possible  ac-
tion in a situation” (p. 30), i.e. it is a rational agent the one
which,  for  each  possible  percept  sequence,  is  supposed  to
“select  an  action  that  is  expected  to  maximize  its  perfor-
mance measure, given the evidence provided by the percept
sequence  and  whatever  built-in  knowledge  the  agent  has”
(p. 37).

AI therefore is able to engage in rational decision--
making processes based on algorithms programmed by the
machine’s  primary  intelligence  source  (i.e.,  the  human).
However, the AI devices primary source of intelligence rests
as  potentially  being  biased,  for  all  human  intelligence  is
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sourced from a biased perspective. �at said, the computer
machine resorts to producing a “rational decision” based on
algorithmic data sets leading to said decision [5]. Be that as
it may, is AI therefore then inherently and purely rational in
its nature?

[6]  further  elaborate  this  dilemma  by  stating  that
AI  refers  to  a  system “…designed by  humans,  interpreting
the  already  collected  data  and  decision  the  best  action  to
take,  according  to  the  pre-de�ned  parameters,  in  order  to
achieve the given goal” (p.58455). �e authors note an im-
portant aspect whereby the notion of rationality founded in
AI’s decision-making process, which refers to the actions of

interpreting and deciding on the best action to take given the
pre-determined algorithms, thus illustrating the rationality
of AI’s decision-making process [6]. Is it this process of deci-
sion-making  that  implicates  unthinkable,  non-emotional,
ruthless, and savage ability that renders AI technologies as
more rational decision-makers than humans as per accord-
ing to [2].

Re�ections of AI Technologies

AI technologies have been deemed to be an impor-
tant  of  contemporary  society.  �e abilities  of  AI  technolo-
gies to increase e�ciency, protect the environment, and in-
crease accuracy in decision-making processes have been re-
garded  as  essential  within  today’s  societies  [3].  Despite
such, AI technologies do possess certain downfalls. Notwith-
standing AI’s valiant e�orts in increasing e�ciency, decreas-
ing  environmental  degradation,  and  reducing  the  vicious
capitalistic hold (i.e., what can be considered as human slav-
ery), AI may come to eventually replace humans in certain
jobs which may require actual human contact at the end of
the day.

�at  said,  the  omnipresence  presence  of  AI  tech-
nologies possesses the potential to lead to a sort-of techno-
logical  domination  over  humanity  and  perhaps  in  a  gran-
diose discourse, eradicate any further evolutionary steps for
humans  wherein  speci�c  jobs  are  concerned  (for  example:
surgeons, factory workers, customer service workers). Mean-
ing, despite the abilities of AI technologies to provide superi-
or customer service over humans as well as the capabilities
of AI technologies to perform certain tasks more e�ciently
and  accurately  than  humans,  this  technological  revolution

can possibly increase the capitalistic hold over society via AI
technologies  faster  and  more  precise  production  of  goods
and  services  whereby  more  product  is  manufactured  with
less  sells  in  retails  due  to  the  replacement  of  humans  and
therefore  creating  a  loss  of  jobs  and  wages.  Grandiose
thought  indeed however,  when re�ecting  on what  is  going
on in the world in current day, such as robotic surveillance
dogs  during  the  COVID-19  pandemic  in  China,  robotic
servers  in  various  countries,  surgical  technologies  promot-
ing  the  use  of  robotic  technologies  during  real-life  human
surgery,  self-checkout  kiosks,  24/7  depanneurs  that  do  not
have any human sta� present; in addition to various movies
and another Net�ix show – Better �an Us, it is clearly ob-
servable how AI technologies have already begun to reduce
the presence of humans in certain jobs.

[7] stipulates in his coined term surveillance capi-

talism, such aims to dictate a “…new form of information
capitalism…[purposed] to predict and modify human be-
havior as a means to produce revenue and market control”
(p.75). �at said, the dialect mentioned above holds a cer-
tain truth and reality within contemporary society today
whereby AI labour provides a new avenue of thought to re-i-
mage how certain human-lead jobs are now being robotical-
ly transformed; that-is-to-say “…replace the human body
with machines that enable more continuity and control” as
[7] suggests. With that said, AI technologies possess the po-
tential to revolutionize and feasibly even innovate spaces
that humans did not think was even possible (such as major
intricate  surgeries  for  example).  AI  technologies  in  this
sense can be argued to therefore hold both positive and neg-
ative attributes towards their contributions in modern-day
contemporary societies today.

AI  Technologies  and  �erapy  -  Analyzing  and
Evaluating  the  Impact  And  Utility  Of  AI  Technologies
Within  Emotional  Management  �erapeutic  Attempts

Robot �erapy

Robot therapy is observed to be on the rise world-
wide.  Robot  therapy  can  take  the  two  form  types  –  (1)

robot-assisted  therapy  (which constitutes  of  therapy pro-
grams designed by healthcare professionals such as doctors,

nurses, social workers, etc.,) and (2) robot-assisted activity
(which refers to patients interacting with robots with no spe-
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ci�c therapeutic goal associated with the interaction) [8].

Paro,  a  mental  commitment  robot  (a  robotic
stu�ed animal sort-to-speak) was constructed for therapeu-
tic purposes and tested in pediatric wards as well as in elder-
ly institutions in several countries. �e results yielded by
this experiment showcased that through interactions with
Paro,  patient’s  moods  improved,  enhancing  activity
amongst patients as well as increased communication be-
tween other patients and their caregivers [8]. In addition to
such, urine tests sampled from the patients whom interact-
ed with Paro indicated reduced stress levels as well [8]. Paro
provides concrete proof that robot therapy can have a posi-
tive impact on patient behavioral changes via AI technolo-
gies. Paro falls within the umbrella term of AI given that the
devices used within this genre of therapy perform a task pro-
grammed into the mechanism.

Moreover chatbots, which are machine agents that
service patients in natural language are also used by patients
in modern day as an anonymous, asynchromatic, personal-
ized, and consumerable method to seek help [9]. Chatbots
have been therapeutically employed to help assist patients
in e�ecting behavioral changes amongst patients who su�er
from  a  myriad  of  di�erent  diagnosis  including  mental
health/neurological  disorders,  addictions,  sexually-trans-
mitted  diseases,  nutritional-metabolic  disorders,  mental
and physical wellness and others [9]. Chatbots are explained
to have been designed to help and assist patients in their de-
cision-making processes by counseling patient’s awareness
of their mental state; providing goals and solutions towards
patient problems [9]. Chatbots have proven successful in al-
tering patient behaviors through the bot’s abilities to foster
a secure and anonymous setting that would typically make
patients feel less inclined to speaking to a human therapist
based on emotions of fear, shame, and embarrassment to-
wards the problem that the patient is facing [9]. Not only
so,  chatbots can also gage the patient’s  mood and a�ect
change via the abilities of chatbots to capture patients’ facial
expressions through a camera, or analyzing text messages,
which enables the chatbot to algorithmically respond to the
patient in the most appropriate manner (e.g. responses di-
rected towards attitudinal changes, jokes, motivational inter-
viewing, etc.) [9]. Just as a human therapist can personalize
a rehabilitation/treating plan for their patients, chatbots can

do the exact same based on the information provided and
gathered throughout the chatbots and patients therapy ses-
sions [9].

Importantly,  the  study  conducted  by  [9]  refers  to
the fact that patients are more inclined within today’s con-
temporary modern-society to seek robot therapy due to fac-
tors associated with time, cost, anonymity, and secure thera-
py  sessions  based  on  decreased  sentiments  of  embarrass-
ment  and  shame  that  would  otherwise  be  felt  when  con-
fronting a real-life human being capable of feeling the same
emotions as they are. �e idea of trusting and communicat-
ing with a robot that does not have real-life friends to talk to
and  vent  about  their  day  as  a  human  therapist  would,  or
cast judgements towards the patient,  presents an appealing
attraction towards robot therapy as data amongst study par-
ticipants  [9].  In  conjunction  with  such,  [10]  found  similar
results  in  their  study  concluding  engendered  data  that  de-
scribed their participants acceptance towards the use of so-
cial robots as a source of a more economically friendly thera-
py  option,  more  available/accessible,  neutral,  and  anony-
mous therapy option;  as  well  as  a  more  interactive  and af-
�rming option of therapy, a more personalized form of ther-
apy  that  holds  the  ability  to  be  more  open during  sessions
(p. 1083-1087).

Similarly, [11] found that automated telehealth on-
line  services  that  provide  web-based  educational  programs
for  individuals  su�ering  from  anxiety  and  depression
proved successful in improving depressive symptomologies
amongst the patients using uniquely web-based lessons with
no therapist present (p.83). �e researchers also found that
telehealth mental health programs not only provided a cost--
e�ective therapy option, but also helped to reduce perceived
and felt stigmatizations associated with seeking professional
mental health therapy [11].

Telehealth

Telehealth throughout the years has proven to be a
time-e�ective, cost-e�ective, and accessibility-e�ective solu-
tion to seeking therapy from professionals or web-based ap-
plications  developed  by  healthcare  professionals.  Multiple
phone  applications  throughout  the  past  decade  have
emerged such as  MoodKit,  Mind Shi�,  Head Space,  Calm,
Unplug, and many others; all with the objective to help pa-
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tients �nd and access mental health care. Telehealth used by
doctors, nurses, social workers, etc., have also been increas-
ingly  utilized  in  order  to  better  service  patients;  especially
during  the  COVID-19  pandemic.  Telehealth  has  provided
an  innovated  avenue  for  patients  to  receive  care  and  ser-
vices  from professionals  in reaching more rural  communi-
ties and other populations which would otherwise encoun-
ter  more  di�culties  in  accessing  care  and  services.  Tele-
health  also  o�ers  the  possibility  for  patients  that  are  more
hesitant towards seeking mental health services to access ser-
vices in a more anonymous manner (one does not need to
provide  one’s  name,  location,  or  even  show  one’s  face  if
they do not want to), creating a more enticing environment
to seek help [12].

�at said, what is telehealth? Telehealth in its sim-
plest of forms denotes healthcare that is provided by means
of  telecommunication  [12].  Telehealth  invokes  the  long-
lived question as to whether or not a better health-care sys-
tem is possible [13]. Telehealth brings with it the possibility
to diagnose and provide treatment to individuals at a more
e�cient  rate  [13].  Additionally,  telehealth  also  presents  as
an  opportune  alternative  to  in-person  therapy  for  patients
that cannot otherwise attend in-person sessions due to phys-
ical  disabilities,  time  or  geographic  limitations  [14].  [14]
found that patient with lower activity levels (i.e., motivation
to leave the house) actually increased when presented with
the  option  to  attend  therapy  sessions  online,  consequently
increasing  the  positive  therapeutic  outcomes  and  lowering
experiences  of  pain.  Telehealth  in  this  sense  does  require
the use of an AI technology speci�cally, however dedicated
professionals working in telehealth are found to employ AI
technologies in the delivery of their services.

[15] found that the use of chatbot AI technologies
are used by an array of mental health practitioners in their
practices  servicing  patients.  �at-is-to-say,  said  practition-
ers  can  use  AI  technologies  not  only  in  services  execution
(having ChatGBT open and listening during the session to
provide  responses  to  patients  for  example),  but  also  utilize
AI technologies in patient note dictation, tailoring interven-
tions, double-checking treatment plans, re�ning patient dis-
course(s) as well for example [15]. In this sense, AI technolo-
gies  provide  practitioners  with  innovated  assistance  in  the
delivery of therapy.

�e use of  AI technologies  by practitioners  raises
interesting  questions.  For  example,  can  AI  technologies
when used by practitioners during live sessions provide im-
proved or “…appropriate recommendations given a speci�c
user utterance and mental state[?]” [16]; Does the use of AI
technologies  by  practitioners  during live  sessions  encroach
on patient con�dentiality? [17]; Does the use of AI technolo-
gies by practitioners during live sessions perhaps help to im-
prove the quality of services provided in supporting practi-
tioners  to  better  decipher  through what  is  being  explained
by  a  patient  via  the  use  of  AI  technologies  providing  live
feedback?  [18];  Does  the  use  of  AI  technologies  by  practi-
tioners  during  live  session  improve  the  quality  of  sessions
with  patients  through  the  collaborative  use  of  technology
and human? [18].

In  conjunction  with  such,  [18]  in  their  study  re-
port interesting �ndings wherein AI technologies is used for
emotional  dysregulation therapy.  �e authors  present  data
on  how  interactive  platforms  focused  on  providing  users
with  immersive  environments  where  AI  technologies  can
help users  to  detect  their  emotional  state  and therefore  try
and regulate their feelings [18]. �e study reveals how apps
use “…AI-enabled biofeedback and neurofeedback systems
can help individuals  gain awareness  and control  over  their
physiological responses associated with emotional dysregula-
tion… [using systems that provide feedback on] heart rate,
brain  activity,  and  other  physiological  indicators,  allowing
individuals  to  learn  how  to  modulate  their  emotional  re-
sponses.” [17]. �e authors also note that in the event that
the user should require real-time support, virtual therapists
as  well  as  chatbots  are  also  available  to  patients  consulting
the telehealth technology [17].

When  considering  the  data  reported  by  [18],  the
author  alludes  to  an  alluring  point  when  re�ecting  on  the

use of chatbots as a collaborative partnership. Meaning, the
understanding that AI technologies such as chatbots pulling
information from all over the Internet (i.e., from di�erent
studies  interventions,  approaches,  various  professors/re-
searchers/theorists/philosophers/social  media/etc.)  to  for-
mulate a response for inputted data, such presents a curious
debate  wherein  considering  economics,  appropriate  con-
tent, exploitation, and information being distributed is con-
cerned. In an era where technology is a pillar in day-to-day
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functioning, notions of practitioner e�ciency and productiv-

ity must also be thought of. As what a chatbot can issue in
terms of response may not be in-line with what the practi-
tioner necessarily believes in or uses within their practice.
Such then puts into question the quality of services provid-
ed by the practitioner and their abilities to e�ciently retract
unmitigated information that may be contained within the
chatbot response during a live session.

When considering  such,  are  practitioners  becom-
ing  lazy  or  innovative?  When contemplating  the  use  of  AI
technologies via chatbots by practitioners during live thera-
py sessions such presents intriguing re�ections on how the
world of therapy on the side of practitioners will need to be
revised wherein privacy, anonymity, con�dentiality, and hu-
man ability is concerned. Considering such, practitioners us-
ing  AI  technologies  within  their  services  sheds  light  on  an
interesting facet regarding the use of AI technologies in the
world of therapy – will technology take over the use of hu-
mans in a �eld of work based on emotions and human un-
derstanding? Fruit for thought.

Case Study of Net�ix show “Too Hot To Handle”

�e Net�ix series “Too Hot To Handle” hosts mul-
tiple  seasons of  casted hot,  single,  and emotionally  discon-
nected participants for a cash prize earned at the end of the
show based on who has made the most emotional progress
by  following  AI  robot  Lana’s  island  rules.  �e  spectacle  is
purposed  to  showcase  the  harsh  reality  of  today’s  singles
and the emotionless hook-up culture engaged in, in today’s
societies all around the world (the Net�ix series is an inter-
national  phenomenon  that  is  �lmed  in  America,  South
America, and Europe). AI Lana’s objectives are not only to
keep the contestants abstinent,  but also to keep them from
making bad choices and show them how to form meaning-
ful  romantic  connections  via  her  interventions  through AI
technology (i.e., a cone).

�e  AI  device  used  in  this  Net�ix  show  whether
scripted or whether using AI chatbot technologies, has been
observed to ostensibly successfully been able lead her partici-
pants to feel foreign emotional experiences (i.e., sentiments
of vulnerability and connection) which led them to altering
their behaviors as analyzed throughout the television series.
Lana  was  observed  to  employ  the  ostensible  approach  of

conditioning  –  providing  participants  with  a  cash-prize  in
exchange  for  learning  truer  emotional  connections.  Note,
that participants do not commit to the show knowingly be-
ing  sent  to  a  sexless  retreat  beforehand.  Lana  incentivizes
her participants in the Net�ix competition to face their fears
of commitment, love, and emotional awareness by working
their weaknesses of forming meaningful connections via ex-
perimenting  in  real-life  situations  and  workshops.  Said  se-
ries  of  therapeutic  workshops  include  “vagina  workshop”
(girls  only),  vulnerability  workshops,  and  communication
workshops. It should be noted however, that the workshops
are  given  by  humans  in-person  with  show  participants.
Moreover, Lana also includes an interesting practice where
once  it  is  felt  that  a  couple  has  developed  an  intimate  and
meaningful  connection  with  each  other  based  on  sincere
and  authentic  developed  a  meaningful  relationship,  Lana
provides said couple with a green light to kiss.  �us, high-
lighting  to  the  participants  what  a  meaningful  connection
feels, looks, and sounds like in terms of a romantic relation-
ship.

Contemplating the Net�ix show “Too Hot To Han-
dle” in relation to chatbots, Lana whether scripted or not il-
lustrates  how  both  one-on-one  discussions  with  partici-
pants  as  well  as  responding  to  group  prompts  utilizes  AI
chatbot technologies to help structure and guide therapeu-
tic understanding wherein consequences,  actions,  and pur-
pose  of  emotions  are  concerned.  When  re�ecting  on  the
premise of the show, the program seemingly presents an at-
tempt  to  uncover  if  individuals  would  better  respond  to  a
robot  than  to  an  actual  real-life  human  therapist  via  the
comparative use of therapy approaches (i.e.,  Lana (AI) and
in-person coaches).  �e show also  admittedly  provides  in-
sight to the e�ectiveness of a mixed approach (i.e., combina-
tion of AI and human intervention) in this sense. It should

be noted that Lana from the Net�ix series is not a truer form

of AI. Meaning, Lana is evidently scripted by show writers
and not a responsive technological body. Notwithstanding
such, the show presents an interesting perspective on chat-
bots and the presence that AI technologies are beginning to
have wherein the rehabilitation of emotions and feelings. In
light of this creative example, AI technology drive therapeu-
tic attempt introduces an interesting example at  tackling
emotional therapy via the use of AI technologies.
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Discussion

[19]  writes  an  interesting  re�ection  on  AI  tech-
nologies  and  human  intellect:

“Any machine is always a machine of cognition, a
product  of  the  human  intellect  and  unruly  component  of
the  gears  of  extended  cognition.  �anks  to  machines,  the
human intellect  crosses  new landscapes of  logic  in a  mate-
rialistic way…)” (p.1).

AI technologies used by both patients  and practi-
tioners  in  this  sense to  the quote  above,  make sense of  the
evolution that emotional therapy in mental health is taking
in light of AI. Chatbots in this sense provide an example to
this. Chatbots have been elaborated as a sort of robotic tech-

nology that engages in both narrow and general AI intelli-

gence, perpetuating e�ective therapy sessions for its patients
by both performing latent and systematic functions, whilst
also executing more complex interventions separate from
human intervention. Evidently, AI devices are able to pro-
vide  a  rational  decision  within  a  time-e�cient  window.
�at said, it is believed that this fact alone stands as being
an important di�erentiating factor between human and ma-
chine  interventions  in  distributing  practical  advice  and
coaching within a timely manner. �us, situating the use of
AI technologies in emotional therapeutic approaches as a
new, important, and pertinent innovation in the world of
therapy and rehabilitation.

Withal,  therapy  is  a  subjective  experience,  in  that
therapy  sessions  provide  individuals  with  the  opportunity
to vent, decipher, re�ect, question, realize, cry, yell, �nd hap-
piness, etc. �at said, AI technologies utilized in successful
therapeutic practices is dependent on the individual whom
is seeking the help. However, when discussing the e�ective-
ness of AI technologies in emotional therapy, it can be stat-
ed that AI technologies provide both patient and practition-
er  with  certain  advantages  whilst  also  with  disadvantages.
AI technologies provide greater opportunities for anonymi-
ty,  cost-e�ciency,  time-e�ciency,  improve  interventions
and care plans as well. Albeit, AI technologies used in thera-
peutic attempts can also present misguided information, in-
terventions, and treatment plans should the practitioner not
be verse or is  e�cient in the use of  AI technologies within

their  practice.  What  needs  to  be  better  understood  in  the
realm of AI technologies used in therapeutic attempts how-
ever  is  the  use  of  academically  trained  humans  versus  AI
technologies collecting information from the Internet in or-
der to provide appropriate support to patients; AI technolo-
gies should be consulted with professionals whom have mas-
tered  the  �eld  and  not  any  AI  technology  that  takes  any-
thing and everything o� of the Internet. AI technologies al-
so need to be further elaborated in terms of privacy and in-
formed consent of patients wherein the use of AI technolo-
gies by practitioners during live sessions is concerned.

Conclusion

When analyzing the use of AI technologies in ther-
apy,  it  is  plausible  to  consider  that  therapy  using  AI  tech-
nologies  provides  both  patients  and  practitioners  with  an
evolved type of approach to emotional therapy. �e concept
of  con�ding  in  an  AI  device  wherein  emotions  are  con-
cerned  continues  to  be  trivial  within  its  application  given
the context of emotions - how the cold hard-drive of AI can
be  considered  more  appealing  than  a  warm  human.
Notwithstanding  such,  AI  technology  used  within  therapy
in today’s contemporary society is understood to provide an
array of bene�ts not only for patients but also for practition-
ers as well. Availability and openness of information concre-
tized  by  a  chatbot  in  developing  interventions  and  treat-
ment  plans,  as  well  as  providing  personalized  responses
based on body and eye contact is  revealing to a new era of
creativity  and  innovation  wherein  human  needs  are  con-
cerned.

It would seem that patients �nd a comfort in chat-
bot  responses  derived  from  AI  technology  when  seeking
help. Does this have to do with the idea of information preci-
sion or perhaps the lack of trust in humans? AI technology
used in mental health therapy showcases an interesting link
between wanting to have human emotions explained yet re-
sorting  towards  a  technological  device  or  platform  that  is
supposedly  not  able  to  feel  or  conceive  human  emotions;
but  rather  simply  explain  to  humans  what  they  are  pro-
grammed to search for or respond with based on the set al-
gorithm.  When  re�ecting  back  to  the  Net�ix  show  “Too
Hot  To  Handle”  and  chatbot  technologies,  as  [17]  report,
chatbots  and  AI  devices  need  to  be  pre-programmed  by  a
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human  to  identify  algorithms  to  start,  whereby  the  AI  de-
vice can then proceed on its own in identifying information
to the user. [17] also emphasize that with constant techno-
logical  improvements,  chatbots  used  in  therapeutic  at-
tempts will also need to be consistently re�ned and updated
by a group of quali�ed professionals in order to assure not
only clinical precision, but also to ensure that AI technolo-
gies aid and not replace humans; using “Too Hot To Han-
dle” Lana as a creative example. All-in-all, this review evalu-
ates  data  found  in  various  examples  investigating  AI  tech-
nology and their use in therapeutic attempts towards emo-
tions  as  something  that  seems  to  be  ostensibly  preferred
amongst patients in current modern-day contemporary soci-
ety.  Albeit,  the  success  rate  of  patient  rehabilitation  using
AI technology versus human led interventions must be bet-
ter understood in comparison to each other as well.

Limitations

Limitations  found  within  this  paper  include  the
fact  that  the  scope  of  the  review  is  limited  to  English-lan-
guage sources, utilizes a non-clinical source such as the Net-
�ix show “Too Hot To Handle which does not possess any
real-time  evidence  nor  purpose  towards  AI  technology-led
therapy, as well as is lacking in meta-analysis.

Future Research

Future research can use this review to assess the au-
thenticity  between  human  interaction  and  AI  interactions,
deciphering through the interchanging di�erences between
what  an  AI  robot  says  and  what  a  human  says  base  on
searching  for  information  within  di�erent  database  versus
what  is  learnt  in  an  academic  facility  by  a  human.  In  this
sense,  does  the  AI  technology  inherently  present  anything
more profoundly di�erent than what a trained human does
and the therapeutic e�ects such has on the rehabilitation of
the patient.
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