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Abstract

In today's rapidly evolving technology and information age, every sector experiences constant workforce changes. In the In-
formation Technologies (IT) sector, in particular, dynamic and rapidly changing working conditions lead to increased em-
ployee turnover. Personnel turnover impacts employee adaptation processes and, particularly when experienced personnel
leave, leads to a t loss of institutional knowledge in businesses. In this context, developing competitive salary sys-
tems and compensation policies aligned with employee expectations is a critical strategic imperative for businesses. Salary
prediction-based on job positions and skill demographics stands out as an e tool for determining wages that will en-
hance  employee  motivation. s  study  aims  to  develop  salary  prediction  models  using  machine  learning  and  ensemble
learning methods. Models have been developed using machine learning-based Linear Regression (LR), Random Forest (RF),
Ridge Regression (RR), Categorical Boosting (CatBoost), Support Vector Machines (SVM), Adaptive Boosting (AdaBoost)
and Decision Tree (DT) as well as ensemble learning-based Voting and Stacking. r various preprocessing steps, such as
encoding, a dataset consisting of approximately 10,000 rows has been used. Necessary measures have been taken during the
training phase to prevent future information from leaking into the model, which could result in overestimated test perfor-
mance and real-world failures. e  performance of  the developed models  has been evaluated using Mean Absolute Error
(MAE), Mean Absolute Percentage Error (MAPE), t of Determination (R^2), training time (ms), and explainabili-
ty criteria. e  RF model achieved the highest  success with a MAPE value of  2.60%. In contrast,  the SVM and AdaBoost
models exhibited lower predictive performance due to their longer training times and higher MAPE values.
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Introduction

e IT sector is a broad sector that covers many ar-
eas  such as  computer  hardware, e  development,  in-
formation processing systems and communication technolo-
gies.  With  the  developing  technology,  the  transaction  vol-
ume  and  importance  of  this  sector  has  increased  rapidly.

e IT sector has a dynamic structure that is constantly re-
newing  and  changing  and  operates  in  a  rapid  movement.
Rapid  developments  in  areas  such  as l  intelligence,
big data, cloud computing and the Internet of s (IoT)
in particular bring about continuous innovations in the sec-
tor. s dynamic structure necessitates the personnel work-
ing in the IT sector to constantly update themselves; it caus-
es  a  high  personnel  circulation  and  constantly  new  career
opportunities within the sector. IT personnel consist of indi-
viduals  who  constantly  improve  themselves  in  order  to
adapt  to  the  rapid  changes  and  innovations  in  technology
and  are  open  to  learning  new ,  hardware  and  sys-
tems. e individuals have the ability to quickly adapt to
current technological processes. However, this situation al-
so brings about personnel turnover, which is a very impor-
tant process for businesses. e process of an employee leav-
ing  the  job  and  being  replaced  by  another  employee  is
called  personnel  turnover  (personnel  circulation).  Person-
nel turnover plays an important role in critical factors such
as  cost  optimization,  sustainability  and  brand  image  for
businesses.  In  the  IT  sector,  the  personnel  turnover  rate  is
generally high. High personnel turnover causes an increase
in  operating  costs,  decreases  work y  and  leads  to
loss  of  experience  and  knowledge  within  the  organization.
For  this  reason,  businesses  need  to  develop  various  strate-
gies in order to reduce the personnel turnover rate. One of
these strategies is to determine fair and market-appropriate
salaries for employees during salary renewal periods [1].

Bonuses and salary increases provided to employ-
ees are important parameters in terms of increasing employ-
ee motivation and reducing the personnel  turnover rate.  It
is  of  critical  importance  for  employers  to  determine  salary
increases  correctly,  taking  into  account  economic  condi-
tions  and  other  relevant  factors.  In  this  process,  both  the
goals  of  increasing  employee  loyalty  and  increasing  their
motivation should be met during the planning of salary in-
creases.  In  addition,  it  should  also  be  taken  into  account

that  the  business  keeps  its  costs  under  control  and  main-
tains  its  competitiveness.  In  this  context,  salary  estimation
stands  out  as  a  strategic  action  that  helps  businesses  opti-
mize their costs.

Accurate salary estimates increase employee satis-
faction  and loyalty  by  providing  employees  with  clear,  fair
and  competitive  wages,  while  also  helping  to  prevent  high
employee turnover. In addition, they contribute to the deter-
mination  of  appropriate  salary  ranges  in  recruitment  pro-
cesses,  making it  easier  to  bring in d employees.  In
this way, work y is maximized and costs are kept at
an optimum level.

s  study aims to develop machine learning and
ensemble learning-based salary estimate models. In this di-
rection;  salary  estimate  models  have  been  developed  using
LR, RF, RR, CatBoost, SVM, AdaBoost, DT and Voting and
Stacking methods from ensemble learning approaches.

s  study  is  organized  as  follows:  Section  2  in-
cludes relevant literature. Dataset generation is presented in
Section 3. Methodology is presented in Section 4. Develop-
ment of salary prediction models are presented in Section 5.
Results and discussion are given in Section 6. Section 7 con-
cludes the paper.

Literature Review

[2]  aimed  to  examine  how  individual  and  demo-
graphic  factors,  such  as  professional  experience,  location,
and education, e salary trends; and to gain insights
into the importance of these factors. For this purpose, three

t l  Neural  Network  (ANN)  models  have
been developed. A synthetic dataset of 1,000 samples with 6
features  has  been  used  to  train  the  models.  Model  perfor-
mance has been evaluated with test Loss values and the mod-
el  containing a single hidden layer reached the lowest Loss
value  of  0.1415. e  test  Loss  values  of  the  model  without
hidden layer and the model with 2 hidden layers have been
recorded  as  0.1435  and  0.145,  respectively.  Characteristics
such as high school education, doctorate, and years of expe-
rience  show  high  contributions  to  salary  estimates  when
measured by Permutation Importance. e results revealed
how e  ANN’s  are  in  salary  estimation,  even  with  a
synthetic  dataset,  it  is  possible to make general  predictions



3

JScholar Publishers J Data Sci Mod Tech 2025 | Vol 2: 102

and outperform manual methods.

[3]  aimed  to  apply  ensemble  learning  methods
through  binary n  to  salary  prediction  models
which use DT, Logistic Regression (LR), Extreme Gradient
Boosting, Light Gradient Boosting Machine, and RF meth-
ods. e  models  have  been  evaluated  by  Accuracy,  Preci-
sion, Recall, and F1-Score metrics. By combining ensemble
learning  with  the  methods  mentioned  above,  evaluation
metric values have been enhanced. According to the results,
it has been observed that ensemble learning y im-
proves prediction performance, providing a more solid ap-
proach to salary forecasting. e study also emphasized the
importance  of  model  selection  and  evaluation  metrics  in
performance  optimization.

[4]  presented a  machine  learning-based approach
which  uses  professional  and  demographic  features  to  pre-
dict the salary amounts of e developers. For this pur-
pose, an interactive web application which includes a pre--
trained regression model  has  been developed with Stream-
lit. e Stack w Developer Survey 2020 anonymised
responses  have  been  used  to  train  the  model,  which  in-
cludes the most important numerical and categorical factors

g pay outcomes. It has been observed that the pro-
gram has a high degree of prediction capability, and it
useful information to both individuals and businesses.

[5] aimed to analyze the of entry-level data science
salaries  in  the  United  States  using  Multiple  Linear  Regres-
sion  (MLR)  on  a  dataset  between  2020  and  2024.  Key  ele-
ments that t  income outcomes have been d in
the study, including job function, experience level, employ-
ment  type,  work  arrangement,  residency  status,  and
size. Non-normality, heteroscedasticity, and multicollineari-
ty  by  variable  selection  and  data  transformation  problems
have been handled, then forecast model has been

e l model provided better interpretability and moder-
ate predictive power. It has also presented valuable insights
for employers, academics, and job seekers who want to com-
prehend and compare data science remuneration.

[6]  developed  a  dynamic  salary n  trend
prediction model that integrates numerous time series to in-
crease the accuracy of forecasts and decrease errors. A multi-
variate time series data on wage variations has been prepro-

cessed  for  outlier  detection,  removal,  and .  Based  on
this, the multivariate time series of salary has been trend ex-
tracted  using  the  segmented  aggregation  approximation  to
produce the salary trend series. Lastly, a dynamic pay
ation trend prediction model  has  been built  using Genera-
tive  Adversarial  Networks.  According  to  the  experimental

, the suggested approach outperformed the compari-
son method and had a higher application value with a pre-
diction error of less than 2.71%.

[7] aimed to develop a salary prediction system us-
ing  machine  learning  methods  which  are  LR,  DT,  Naive
Bayes ,  K-Nearest  Neighbor  and  Support  Vector
Machine  (SVM). e  dataset  has  been  collected  from  the
1994 census database which has 32,561 records of employee
data.  Prediction  models  have  been  implemented  on  both
original  train  data  and  oversampled  train  data.  According
to the Accuracy value of the models,  DT model performed
better than the other models using the original train data.

[8]  aimed  to  make  job  recommendations  for  sci-
ence students according to their interests, talents and oppor-
tunities. For this purpose, an e system has been intro-
duced where Educational Data Mining is used to explore da-
ta from educational environments and to better understand

students and how they learn. A dataset has been collected us-
ing  employee  and  alumni  data  obtained  from  multiple
sources.

[9] suggested an improved approach to salary pre-
diction  that  uses  a  Principal  Component  Analysis  system
and a Deep Neural Network (DNN) model for the
tion  process  to  choose  a  subset  of  characteristics  from  all
available data. r comparison with other traditional ma-
chine  learning  techniques  like  DT  and  RF. e  proposed
DNN  model  achieved  a  prediction  error  of  only  5.1%  for
the DNN model, which is y lower than the 10.4%
and 23.6% errors observed with DT and RF. s suggested
that  deep  learning  algorithms  outperform  traditional  ma-
chine learning algorithms in salary n and predic-
tion tasks.

[10] investigated how factors like demography, aca-
demic success, personality traits, and test scores t start-
ing  pay.  Regression  analysis  has  been  conducted  in  this
study  using  a  machine  learning  approach. e  processes
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made use of the SVM, RF, and Naive Bayes algorithms.
results showed that skills like English, math ability, and the
motivation to work hard and h tasks well play an impor-
tant role in the starting salaries of engineering graduates in
the Indian job market.  It  has  been shown that  engineering
major,  college ,  faculty  name,  and  academic
achievement at the faculty level have been the most impor-
tant determinants of starting pay.

[11] proposed a comprehensive, professional,  and
economy-wide  framework  for  salary  prediction.  Based  on
professional and organizational factors, e t super-
vised  machine  learning  algorithms  have  been  trained.  Da-
taset has been obtained from the Saudi Arabian labor mar-
ket for estimating the average annual salary across econom-
ic  activities  and  major  occupational  groups.  According  to
the  salary  prediction  results  on  economic  activities,  Baye-
sian Gaussian Process  Regression showed a t  im-
provement in R^2 compared to MLR with a value of  from
0.50  to  0.98.  Additionally,  Root  Mean  Square  Error  has
been  reduced  by  80%  and  MAE  decreased  by  nearly  90%
compared  to  MLR.  However,  for  salary  prediction  across
major occupational groups, ANN demonstrated the best per-
formance in terms of both R^2 metrics, resulting in an im-
provement from 0.62 to 0.94 compared to MLR, and errors
have been reduced by approximately 60%.

[12]  developed  salary  prediction  models  using
three  supervised  machine  learning  techniques  which  have
been Neural Networks (NN), RF, and LR. A dataset of over
20,000 incomes in the United States by utilizing the advan-
tages of data science has been gathered and used to train the
prediction models. e output of the three models has been
analyzed  and  compared.  According  to  the  results,  the  NN
outperformed  the  other  machine  learning  models,  and  LR
takes  the  shortest  amount  of  time  (0.363  seconds)  with  an
Accuracy level of 83.2% to train the model.

[13]  aimed  to  develop  a  salary  prediction  system
that provides better assistance to college students regarding
the salary that they can aspect r completing their course.
For this purpose, a system that compares the student
with those of graduated students has been developed using
data mining techniques. Additionally, an experiment on stu-
dent datasets  using 10-fold Cross-Validation has been per-

formed.

[14] aimed to predict  salary data using linear and
nonlinear  machine  learning  models.  5 t  machine
learning models have been chosen, and a comparative exper-
iment  has  been  conducted-based  on  their  usage  in  world-
wide research. Models have been evaluated by using metrics
commonly applied to time series-based models. Although it
employs  fewer  parameters,  Autoregression  produced  the
best  results. e  Multilayer  Perceptron,  which  is  based  on
an  ANN,  came  in  second.  Additionally,  the  Convolutional
Neural Network and Autoregressive Integrated Moving Av-
erage models produced enough outcomes to be used for the
forecast.  Since  the  Moving  Average  model  had  the  lowest
success rate, it has been determined that it is the least suit-
able methos for solving this problem.

[15]  aimed  to  predict  individuals’  yearly  salary
amounts. To achieve this, a computerized system that fore-
casts  future  salaries-based  on  historical  data  and  generates
graphical  representations  of  salary  growth  over  time  has
been  developed. e  system has  been  retrieving  data  from
the organization’s compensation database and uses it to cre-
ate  visual  graphs. r  analyzing  relevant  salary  variables,
the  graphical  representations  and  uses  a  prediction  algo-
rithm to estimate future salary values have been generated.
Additionally, it has been also adapted to the use of the sys-
tem for other estimation tasks beyond salary estimation.

Dataset Generation

e  dataset  has  been  created  using  the  actual
salaries  of  employees  at  Innovance. e  dataset  has  been
synthetically  expanded  to  10,000  rows. e  dataset  has  no
geographic  scope  and  does  not  pose  ethical  concerns.  As
part of data preprocessing, missing data have been d us-
ing  mean,  median  and  mode  values.  Outlier  cleaning  has
been  performed  using  Z-score  and  interquartile  range
(IQR) methods. Normalization has been applied to numeri-
cal variables with MinMaxScaler and StandardScaler meth-
ods. Encoding has been performed using LabelEncoder and
OneHotEncoder  techniques  for  categorical  variables.  At-
tributes and their descriptions are given in Table 1. Derived
attributes and their descriptions are given in Table 2.
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Table 1: Attributes and their descriptions

Attribute Description

ID_Number

Name Surname Full name of the individual.

Gender

Age

Email

Phone

City City of residence.

District District within the city of residence.

Rol_Category

Rol

Years_of_Experience

Title Combined seniority and role.

Education_Level Highest level of education attained (e.g., Bachelor's, Master's, Ph.D.).

Field of Education

Graduation Year Year the individual completed their most recent degree.

Start Date Date the individual started their current job.

Last Promotion Date Date of the most recent promotion in their career.

Company Name of the company where the person works.

Company Size Classes such as Startup, Small, Medium, Corporate.

Industry Sector or industry the company operates in.

Work Style Mode of working (e.g., full time, part time).

Remote Work Rate Percentage of time worked.

Technologies Used List of tools the individual uses.

Main Programming Language

English Level

Other Languages

URL to their LinkedIn account.

URL to their GitHub account or portfolio.

Total Number of Projects Count of completed or contributed projects.

Annual Leave Days Number of leave days allotted per year.
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Table 2: Derived attributes and their descriptions

Attribute Description

Salary Current annual or monthly salary.

Seniority Level of experience or seniority.

Birth_year

Technical Skill Score

0-100 points based on role and seniority.

Feature Engineering

Some  columns  in  the  dataset  have  been  excluded
from the modeling phase because they have not been direct-
ly  related  to  the  estimation  process  or  contained  high
variance. e  columns  have  been  categorized  into  four
main groups: (i) variables containing identity and personal
information  (ID_No,  First_Name,  Last_Name,  Email,
Phone);  (ii)  user e  links  and  textual

, , ; (iii) multi--
component  and  free-text-based  columns  (Technologies
Used,  Main_Programming_Language,  Other_Languages);
and (iv) date information not directly included in the model
(Employment_Start_Date, Last_Promotion_Date).

To ensure a more robust and balanced learning ex-

perience  for  the  model,  the  following  numerical  variables
have been normalized using the StandardScaler method. As
a result of this process, each variable has been rescaled to a
mean of 0 and a standard deviation of 1: Age, Years of Expe-
rience, Graduation Year, Year of Birth, Remote Work Rate,
Total  Number  of  Projects,  Technical  Skill  Score,  So  Skill
Score, and Annual Leave Days.

Ordinal categories have been converted to numer-
ic  form using  LabelEncoder. e  converted  categories  and
their  numerical  values  are  shown  in  Table  3. e  initially
categorical  variables  City,  district,  role,  role  category,
of work, job type, company size and industry have been con-
verted  to  one-hot  encoding  using  pd.get_dummies().
process  resulted  in  a l  feature  vector  of  approximately
197 variables.

Table 3:

Column Description

Seniority Intern (0) → Director (7)

Education_Level High School (0) → PhD (4)

English_Level Beginner (0) → Native Language (4)

Gender Female (0), Male (1)

To  ensure  attribute  compatibility  and  manage
missing  columns,  the  data  collected  from  the  user  on  the
prediction screen has been aligned according to the column
structure  used  in  the  training  phase.  Columns  included  in
the training but not in the user data have been automatical-
ly d with a value of zero (0) to ensure model consisten-
cy. e  list  of  attributes  used  in  the  training  process  has
been  saved  as  the  feature_columns.pkl e  and  reused

within the application to maintain the same column struc-
ture during the model's prediction phase.

Methodology

Linear Regression

LR is a well-established and well-known modeling
method widely used in statistics and machine learning.
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goal  is  to reveal  the relationship between variables and use
this relationship to make predictions. In this context, regres-
sion models analyze two basic types of relationships: If vari-
ables  tend  to  increase  together,  the  relationship  is  consid-
ered positive; if one increases while the other decreases, the
relationship  is  considered  negative.  LR  examines  whether
there  is  a  statistically t  relationship  between  two
or more variables. e variables play t roles in the
model: e dependent variable is the variable to be predict-
ed, while the independent variable, or explanatory variables,
are  used  to  explain  the s  on  the  dependent  variable.

e  mathematical  representation  of  the  model  can  be  ex-
pressed as a linear line on a two-dimensional plane [16].

AdaBoost

AdaBoost is  a method that aims to build a strong
prediction model by sequentially combining weak learners.
Weak learners are obtained by machine learning algorithms
applied  to  randomly  selected  samples  from  the  dataset.  In
each  training  cycle,  observations  are  assigned
weights, and these weights are used to learn the next predic-
tion hypothesis. d examples are .
examples are then assigned higher weights by the next base
learner. s  process  continues  iteratively  until  the  model
has learned the target output with t accuracy. e
nal output of the model is obtained by taking the weighted
average or median of the predictions of the individual base
learners [16].

Random Forest

Breiman RF is an ensemble learning method wide-
ly  used  for  tasks  such  as ,  clustering,  regres-
sion,  and  interaction  detection.  A  single  DT n
from high variance and bias, making it unreliable. However,
RF overcomes these problems by combining multiple trees,
providing more stable and accurate models.  It  constructs a
forest by generating hundreds of random binary trees, each
constructed  using  bootstrap  samples  and  a  random  subset
of  variables  at  each  node.  It  is-based  on  the
and Regression Trees (CART) methodology. For each tree,
the out-of-bag (OOB) error rate is calculated using data not
included  in  the  bootstrap  sample.  Final  predictions  are
made  by  majority  voting  across  all  trees.  Variable  impor-
tance is evaluated using metrics such as mean reduction in

Gini impurity and mean reduction in accuracy. e met-
rics  are  commonly  used  for  feature  ranking  and  selection.
To  optimize  model  performance  and  reduce  OOB  error,
two key  parameters  need  to  be  tuned:  the  number  of  vari-
ables considered at each node and the total number of trees
in the forest [17].

Ridge Regression

When  L2  regularization  is  used  during  model
training to prevent , this method is called RR. L2
regularization  is  an  approach  that  essentially  penalizes  the
magnitude of the model's weights along with the error term.

s  method  aims  to  minimize  the  model's  learning  func-
tion and s the weight vector that minimizes the sum of
the squared e between the inputs and outputs and
the sum of the squared weights. Here, we use a matrix con-
taining n data points, each with d features, and an n-dimen-
sional vector containing the outputs corresponding to each
data point. Lambda, a positive parameter, controls the mag-
nitude of the model's weights. e larger the lambda value,
the smaller the weights the model attempts to learn; this lim-
its  the  model's  complexity  and  helps  prevent
When RR is combined with the kernel method, the samples
are projected onto a high-dimensional space using a nonlin-
ear transformation. Using these high-dimensional represen-
tations,  the  model  attempts  to  learn  the  complex  relation-
ships in the data [18].

Categorical Boosting

CatBoost  is  an  open-source,  Gradient  Boost-
ing-based machine learning algorithm. It distinguishes itself
from previous methods with its ability to process text, cate-
gorical,  and  numerical  data,  its  fast  learning  process,  GPU
support, and diverse visualization capabilities. It can direct-
ly  handle  missing  or  categorical  data  without  requiring  an
additional coding step during data preprocessing. e mod-
el's built-in functions are used to y process categori-
cal  data  and  optimize  CatBoost's  settings.  Particular  atten-
tion is paid to the model's hyperparameters: depth, learning
rate,  and  number  of  trees.  Feature  importance  ratings  are

Voting Regressor

A voting ensemble is a machine learning ensemble
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methodology  that  uses  many  methods  in  lieu  of  a  single
model to increase the system’s performance. s approach
can  be  applied  to  both n  and  regression  issues
by combining the results of numerous methods. For regres-
sion issues,  the ensembles for which are referred to as vot-
ing regressors (VRs),  the estimators of all  models are aver-
aged  to  get  a l  estimate. e  are  two  approaches  to
awarding  votes:  average  voting  (AV)  and  weighted  voting
(WV).  In  the  case  of  AV,  the  weights  are  equivalent  and
equal  1.  A  disadvantage  of  AV  is  that  all  of  the  models  in
ensemble are accepted as equally ; however, this sit-
uation is very unlikely, especially if t machine learn-
ing  algorithms  are  used.  WV s  a  weight
to  each  ensemble  member. e  weight  can  be  a
point  number  between  0  and  1,  in  which  case  the  sum  is
equal to 1, or an integer starting at 1 denoting the number
of votes given to the corresponding ensemble member [20].

Stacking Regressor

Stacked  generalization,  also  known  as  stacking,
has been proposed by Wolpert in 1992. s is  a heteroge-
neous learning technique that combines several base learn-
ers  to  train  a  model,  unlike  homogeneous  bagging  and
boosting  methods,  which  directly  combine  the  outputs  of
several  learners  to  obtain  the l  prediction.  Generally,
stacking consists of several base learners (level 0) and a me-
ta-learner (level 1), in which the outputs of the base learners
serve as inputs to the meta-learner.  Both the precision and
diversity  of  the  base  learners t  the  performance  of  a
stacking  algorithm.  Diversity  is  a  measure  of  the  depen-
dence  or  complementarity  between  learners  [21].

Support Vector Machine

SVM is  a  common method used  today,  primarily
for the regression and n of small, high-dimensio-
nal,  nonlinear samples. e SVM is based on the principle
of  minimum  structural  risk  and  the  VC  dimensionality  of
statistical learning theory. By using small sample data, learn-
ing is performed without introducing errors, and the mod-
el's  accuracy  is  examined. e  best  universal  capability  is
achieved  by  minimizing  the  deviation  of  the  hyperplane
from  the  sample  points.  Both  linear  and  nonlinear  regres-
sions are included in SVMs. Important parameters
performance  are  the  cost  loss  function  (regularization  pa-

rameter) and the kernel function, which measures the simi-
larity  between  data  points  (i.e.,  between n  values)
[22].

Decision Tree

DT,  also  known  as n  and  Regression
Trees (CART) in the literature, are an e method for
solving not only n problems but also regression
problems.  Regression trees  are  constructed recursively  as  a
binary  structure  by  selecting  the  most  appropriate  features
and split points based on the minimum squared error crite-
rion. Because the tree structure can be dynamically adapted
to the distribution and characteristics of the dataset, there is
no need to predetermine the functional form of the model.

s y allows it  to work with both continuous and
discrete  variables  simultaneously.  However,  as  the  structu-
ral complexity of the tree increases, problems such as over-

g or  getting stuck in local  minima are likely to be en-
countered during the model's  learning process.  Such situa-
tions can negatively impact the model's generalization capac-
ity [23].

Development of the Salary Prediction Models

Within  the  scope  of  this  study,  salary  prediction
models  have  been  developed  using  MLP,  RF,  Ridge,  Cat-
Boost,  and  ensemble  learning  methods  such  as  voting  and
stacking.  Optimal  hyperparameter  values  have  been  found
using  Grid  Search  and  Randomized  Search.  Cross-valida-
tion  has  been  applied  to  test  the  models  on t  data
subsets  and  analyze  their  generalization  performance.
dataset  has been split  into 80% training and 20% test  data;
the learning performance of the models has been evaluated
on  the  training  data,  and  their  generalization  ability  has
been  evaluated  on  the  test  data.

If  future  information  is  inadvertently  leaked  dur-
ing the model training phase (for example, by including the
mean of the entire dataset in the encoding process), test per-
formance can appear y high, which can lead to seri-
ous  failures  in  the  real  world. s  problem  is  called  data
leakage. To avoid this problem, encoding has been d on-
ly to the training data, and only transformation has been ap-
plied  to  the  test  set.  During  the  validation  process,  Time-
SeriesSplit, which preserves time dependency, has been pre-
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ferred over K-Fold. r each trial, variable importance lev-
els have been examined to eliminate suspicious features that
could  cause  leakage.  In  addition,  modeling  has  been  per-
formed on a daily basis by creating special models that work
separately for each day; this way, time-varying factors such
as  seasonal ,  campaigns  and  price  change  periods

could  be  captured  more  precisely.

All models used have been taken from the sklearn
package  and  optimized  with  appropriate  hyperparameters.

e  hyperparameter  values  of  the  models  are  presented  in
Table 4.

Table 4:

Models Hyperparameter ranges

Voting RR (“Alpha”: [0.1])RF (“N_Estimators”: [100],“Random_State”: [42])CatBoost
(“Depth”:[4]“Iterations”:[100]“Learning_Rate”:[0.1])

Stacking
RR ( “Alpha”: [0.1])RF (“N_Estimators”: [100],

“Random_State”:[42])CatBoost(“Iterations”:[500], “Learning_Rate”:[0.1], “Depth”:[6],
“Verbose”: [0], “Random_State”: [42])

Ridge “Alpha”: [0.1 - 10]

DT “Max_Depth”: [2 – 10] “Min_Samples_Split”: [2 – 10]

RF “N_Estimators”: [50 - 150]“Min_Samples_Split”: [2]“Max_Depth”: [4 - 10]“Leaf_Node”: [250]

Grid
Search CV

(for RF)
“N_Estimators”: [50 - 150] “Max_Depth”: [4 - 8] “Min_Samples_Split”: [2 - 10]

SVM “C”: [0.1 - 10]“Epsilon”: [0.01 - 0.2]

CatBoost “Iterations”: [100 – 500]“Learning_Rate”: [0.01 – 0.3]“Depth”: [4 –
10]“I2_Leaf_Reg”:[3]“Random_State”: [42]“Verbose”: [0]“Early_Stopping_Rounds”: [50]

AdaBoost “Max_Depth”:[4]“N_Estimators”:[100]“Learning_Rate”:[1.0]“Random_State”:[42]

Ensemble Modeling

e t approach utilized ensemble models, creat-
ed by combining the outputs of multiple regression models.

s structure aims to increase forecast accuracy by integrat-
ing the strengths of t model types. In the Voting Re-
gressor method, the unweighted average of the forecast out-
puts  of  models  such  as  Ridge,  RF,  and  CatBoost  has  been
taken. In the regression task, an unweighted (uniform)
average method has been preferred instead of the hard vot-
ing approach commonly used in n problems. In
the Stacking Regressor approach, the l forecast has been
obtained  by  combining  the  forecasts  generated  by  Ridge,
RF,  and  GB  using  a  higher-level  meta-model. e  outputs
of each base model have also been evaluated independently,
and then the resulting forecast values have been d ac-
cording to pre-optimized ranges before proceeding to the
nal decision stage.

For  each  employee,  the  market  gap  (market_gap)
has been calculated by referencing both the individual-level
estimated salary and the relevant sector- and location-based
market salary. In this analysis, the primary attributes consid-
ered in the model's learning process are the employee's num-
ber of skills, their most recent educational level, and the lo-
cation-based  market  salary. e  outputs  of  the  model  in-
clude  predicted  salary  (predicted_salary),  market  salary
(market_salary) and the e category
egory)  based  on  the e  between  these  two  values,
and this  category  consists  of  three  classes:  “low”,  “market”
and “high”.

Machine Learning-based Modeling

In this study, supervised learning approaches have
been utilized in the d of machine learning as an alterna-
tive to traditional regression algorithms. e primary ratio-
nale for this choice has been the need to develop more
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ble and robust models on tabular datasets with high dimen-
sions and complex distributions. Supervised learning meth-
ods r the advantages of more y modeling non-
linear  and  complex  relationships,  learning  the  interactions
between  variables,  processing  categorical  and  numerical
variables  together,  and  optimizing  the  model's  predictive
performance  based  on c  metrics.  For  these  reasons,
the  use  of  these  methods  has  been  deemed  appropriate  in
this study.

Results and Discussion

e  results  obtained  with  the  developed  models
have been evaluated using MAE, MAPE, R^2, Model Train-
ing Runtime (ms), Explainability metrics. Explainability re-
fers  to  the  extent  to  which  the  internal  operating  mech-
anisms of models are understandable and interpretable.
MAE,  MAPE and  R^2  values  of  the  developed  models  are
presented  in  Table  5. e  Model  Training  Runtime  (ms)
and Explainability  values  of  the developed models  are  pre-
sented in Table 6.

Table 5:

Model MAE MAPE R^2

LR 2300 9.31% 0.936

RR 2150 9.28% 0.936

DT 0 0 0.1000

RF 1820 2.60% 0.993

AdaBoost 2400 10.31% 0.937

Voting 1400 5.66% 0.973

Stacking 1000 4.00% 0.975

CatBoost 1450 6.10% 0.910

SVM 1900 8.80% 0.890

Table 6:

Model Model Training Runtime (ms) Explainability

LR 170 ms High

RR 185 ms High

DT 190 ms

RF 2350 ms Intermediate

AdaBoost 3250 ms Low

Voting 5650 ms Intermediate

Stacking 5000 ms Intermediate

CatBoost 9700 ms High

SVM 19500 ms Low

 �e  superior  model  has   been   developed    using  
             RF, achieving a MAPE    of   approximately 2.60%         

and a R^2 of 0.993. �e ability of RF to handle  non-linear 
relationships,     capture     complex     trait    interactions,
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and reduce over�tting through ensemble averaging
provided the most successful result. Despite its high
predictive  performance,  the  model's  explainability
remained  moderate ,  indicat ing  l imited
interpretability  of  the  decision-making  process.
Training  time  has  been  recorded  at  2350  ms,
indicating a moderate cost.

�e CatBoost model, with a MAPE of 6.10% and an
R2  of  0.910,  showed  competitive  performance,
though it  exhibited  lower  predictive  performance
than  RF.  However,  the  training  time  has  been
signi�cantly longer at 9700 ms.

�e LR and RR-based models exhibited the highest
model  interpretability  and  the  shortest  training
times.

�e DT model su�ered from over�tting, indicating
poor generalization capacity.

Both  the  AdaBoost  and  SVM  models  performed
relatively poorly compared to the other approaches.
�e  SVM  model  tends  to  be  computationally
expensive on large datasets  and has shown lower
predictive performance due to its high sensitivity to
the choice of kernel and hyperparameters. On the
other  hand,  the  AdaBoost  model  is  thought  to
sequentially adjust weights based on previous errors,
overemphasizing noisy or uninformative examples
and leading to poor generalization.

�e  highest  accuracy  performance  has  been
achieved with the RF model,  which stands out  as  the most
reliable individual model in the project in terms of both pre-
diction  accuracy  and  generalizability.  While  the  RR  model
provides fast training time and high explainability, it under-
performed  the  other  models  in  terms  of  accuracy.  SVM,
while  a  theoretically  powerful  approach,  requires  longer
training times on large datasets and is more sensitive to hy-
perparameter settings. Furthermore, ensemble methods out-
perform individual models, but this presents a disadvantage
in terms of interpretability.

A balance must  o�en be struck between accuracy
and  interpretability  during  the  model  selection  process.

Complex models like RF and CatBoost o�er high accuracy
rates  thanks  to  their  ability  to  learn  complex  relationships
among numerous variables. However, these models general-
ly  operate  in  a  black-box  fashion.  In  contrast,  models  like
RR and LR, while having lower predictive accuracy, are high-
ly interpretable because they clearly demonstrate the impact
of each input on the outcome. �is is particularly important
in application areas such as employee communication, ethi-
cal  assessments,  or  auditing  processes,  where  justi�cation
for  decisions  is  critical.  �e understandability,  transparen-
cy,  and explainability  of  the  model  are  also  crucial.  In  this
context, it can be argued that in certain use cases, it may be
more appropriate to choose models with lower accuracy but
easy explanations over models that o�er high accuracy but
low interpretability.

When the results of the study have been evaluated
in terms of practical applicability, HR departments can lev-
erage  the  RF  model  to  develop  accurate  salary  forecasting
systems  that  help  establish  data-driven,  fair  compensation
policies. �e RF model stands out as the most reliable mod-
el  in  terms  of  accuracy  and  generalizability,  while  linear
models  serve  as  interpretable  baselines  suitable  for  trans-
parency-focused applications.  In scenarios  where explaina-
bility  is  more  important  than  predictive  accuracy,  such  as
employee  communication  or  auditing  processes,  models
like  RR  may  be  preferred.

Conclusion

Increased employee  turnover  in  the  IT sector  not
only increases the risk of corporate knowledge loss for busi-
nesses but also complicates the onboarding process of  new
employees.  To  prevent  this,  providing  employees  with  ap-
propriate  salary  o�ers  has  become  a  strategic  necessity  for
increasing  employee  motivation  and  optimizing  operating
costs. In this study, salary prediction models have been de-
veloped  using  machine  learning-based  LR,  RF,  RR,  Cat-
Boost,  SVM,  DT  and  AdaBoost  and  ensemble  learn-
ing-based  Voting  and  Stacking  methods.  When  the  results
obtained  with  the  developed  prediction  models  have  been
examined, it has been observed that the RF model achieved
the highest success rate with a MAPE value of 2.60%. In con-
trast, the SVM and AdaBoost models exhibited weaker pre-
diction  performance  compared  to  other  approaches.  �e
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main di�erence of this study from similar studies in the liter-
ature is that it also evaluated ensemble learning approaches
in  addition  to  machine  learning  methods.  While  many
studies  focus  solely  on  accuracy  metrics  such  as  MAE and
MAPE, this  study also analyzed critical  operational  perfor-
mance metrics such as model training time (in millisecond-
s)  and  explainability.  Furthermore,  necessary  precautions

have been taken during the model training process to miti-
gate the risk of data leakage. �is aimed to increase the gen-
eralizability  of  the  obtained  performance  results  to  real--
world  scenarios.  All  these  elements  distinguish  the  study
from the existing literature and make it a signi�cant contri-
bution.
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