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Abstract

[1] proposed a precision criterion for the sample size requirement for the estimation of two one-sided tolerance intervals for

quality  specification  of  normally  distributed  attribute  data.  However,  often  time  the  continuous  quality  data  may  be  dis-

tributed with a skewed unknown distribution, multimodal distribution or truncated normal distribution. In this report, we

adapt Wilks’ proposal of using order statistics to determine the limit of the one-sided tolerance interval [2]. Based on Wilks’

method, we can determine the minimum sample size requirements for one-sided and two one-sided tolerance intervals with

a targeted order statistic as the limit(s). However, the limits determined with Wilks’ method often lead to a tolerance inter-

val with coverage less than the prespecified percentage p when the sample size is small and larger than p when the sample

size is large. Therefore, we adapt the modification methods based on interpolation of order statistics to improve the preci-

sion of the estimated tolerance limits. Furthermore, for sample size cannot be determined using Wilks’ method, we propose

an interpolation of order statistics to determine the tolerance limits. A simulation study is conducted to illustrate the poten-

tial improvement.

Keywords: Nonparametric Method; Tolerance Interval; Attribute Data; Multimodal Distribution; Statistics; Tolerance Lim-

its
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Introduction

Conventionally,  the  product  quality  specification

and  control  chart  limits  are  determined  as  the  mean  plus

and minus 3  standard deviations  with the  assumption that

the quality data is normally distributed. These limits are cor-

responding  to  the  interval  centered  at  mean with  coverage

of 97.3% of the distribution. Practically, it is determined by

sample mean plus and minus 3 sample standard deviations.

Such an interval is not a confidence interval of the statistical

interval that covers 97.3% of the population. Statistically, we

need  to  take  consideration  of  the  estimation  error  of  such

an interval. The statistical intervals that covers a fixed pro-

portion  of  the  population  with  a  given  confidence  level  is

called tolerance interval.  It has been proposed to use a two

one-sided  tolerance  intervals  approach  for  a  drug  product

quality  specification determination [3,4].  In  order  to  avoid

overestimating the tolerance interval when the coverage p is

large, [1] proposed a precision criterion for the sample size

requirement  for  the  estimation  of  two  one-sided  tolerance

intervals with 80% to 99% coverage as the quality specifica-

tion. For a given confidence level, 1- α (e.g. 95%) and cover-

age percentage p,  the tolerance interval  may lead to cover-

age much larger than p when the sample size is small [5]. In

order  to  derive  a  precise  tolerance  interval,  [6]  proposed a

“goodness” criterion for sample size determination.

However,  often  time  the  continuous  quality  data

may be distributed with a  skewed unknown distribution,  a

multimodal distribution or a truncated normal distribution.

In this report, we adapt Wilks’ proposal of using order statis-

tics to determine the limit of the one-sided tolerance inter-

val [2]. Based on Wilks’ method, we can determine the mini-

mum sample size requirements for one-sided and two one-

sided  tolerance  intervals  with  a  targeted  order  statistic  as

the limit(s).  The limits determined with Wilks’  method of-

ten  leads  to  a  tolerance  interval  with  coverage  less  than  P

when  the  sample  size  is  small  and  larger  than  P  when  the

sample  size  is  large.  In  the  literature,  to  overcome  such

weakness,  method  of  interpolation  of  order  statistics  was

proposed to improve the precision. In this paper, we discuss

the  application  of  Wilks’  method  and  some  improvement

methods  based  on  the  interpolation  of  order  statistics  for

the determination of product quality specification. We also

propose an extension of the improved method to the toler-

ance  interval  estimation  for  sample  sizes  that  are  not  de-

rived directly using Wilk’s method.

This paper is organized as follows. We state [2] ap-

proach and its extension to one-sided and two one-sided tol-

erance  intervals  in  Section  II.  The  sample  size  determina-

tion  method  and  tables  of  minimum  sample  size  require-

ment are presented in Section III. The method of using in-

terpolation of  order  statistics  to  improve the precision will

be discussed in Section IV. For sample size not listed in the

tables,  we  propose  an  interpolation  extension  from  the  ta-

bles.  It  will  also  be  presented  in  Section  IV.  A  simulation

study is conducted to demonstrate the improvement of in-

terpolation  methods  to  the  Wilks’  (1941)  approach.  The

summary  and  conclusion  will  be  given  in  Section  V.

WILKS (1941) APPROACH (From Chapter 8 of Sta-
tistical  Tolerance  Regions:  Theory  and  Application
by K. Krishmoorthy and Thomas Mathew)

Let  X1,  X2,…,Xn  be a  sample from a population

with a continuous distribution FX(x). Let X(i) denote the ith

smallest of X1,X2,…,Xn. Then

are the order statistics for the sample. Let Y=FX(X). Then Y~Uniform (0, 1). Consider the empirical distribution
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the number of observations  s ≤ a given value x is n (x) ~ binomial (n, Fx (x)). The probability density function (pdf) of X(i) is

where fX(x) is the pdf of X.

In order to construct a nonparametric (p, 1-α) low-

er tolerance interval limit, we need to find the positive inte-

ger k so that

The probability on the left hand side of (3) can be expressed as

with

where beta (a, b) is beta distribution with parame- ters a and b. [7] has shown that

where y ~ binomial (n, 1-p), and W = n-Y ~ bino-

mial (n,p). Thus, X(k) is the desired (p,1-α) lower tolerance

limit if k is the largest integer that satisfies (4).

To construct a (p,1-α) upper tolerance limit, we

need to find the largest positive integer m to satisfy

If we construct the lower limit X(k) and upper limit

X(m) of one-sided tolerance intervals derived from (p,1-α/2),

the  two one-sided  tolerance  intervals  is  then  defined  as

(X(k),X(m)). With the same n, p and α, it is easy to see that m =

n-k+1.

Sample  Size  Determination  for  Estimation  of  One-
Sided and Two One-Sided Tolerance Intervals

For any fixed sample size n, there may not exist or-

der statistics that satisfy the requirements of one-sided toler-

ance limit. Let us consider sample size n requirement for es-

timation of (p,1-α) two-sided tolerance intervals in the form

of (X(k),X(n)), for any given k. That is, to solve for the smallest

n for the following equation,
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It can be simplified to

where X ~ Binomial (n,p). It is held if and only if

The sample size requirement for the two one-sid-

ed tolerance interval, (X(k),X(n-k+1)), can be determined based

on the formula above. For α=0.05 and a given value of k and

p, the sample size is the minimum N such that

where X ~ Binomial (n, (1+p/2). The (p,1-α) two one-sided  non-parametric  tolerance  interval,  (X(k)X(n-k+1)),

has the following property

We  calculate  the  sample  size  requirement  for

(X(k)X(n-k+1)) to be the two one-sided tolerance interval (p,

0.95) for p=0.8, 0.9, 0.95 and 0.99. The results are given in

Table 1.

Table 1: Nonparametric Two One-sided Tolerance Intervals: Sample Size Requirements so that

α= 0.05

Values of k p =0.8 p =0.9 p =0.95 p =0.99

1 36 72 146 736

2 54 110 221 1113

3 70 142 287 1443

4 85 173 348 1751

5 100 202 407 2046

6 114 230 464 2331

7 127 258 519 2609

8 141 285 574 2881

9 154 312 627 3149

10 167 338 680 3413

11 180 364 732 3674

12 193 390 783 3933

13 206 415 834 4188

14 218 440 885 4442
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15 231 465 935 4694

16 243 490 985 4944

17 255 515 1035 5192

18 267 540 1084 5439

19 280 564 1133 5685

20 292 589 1182 5929

For one-side tolerance interval (p, 0.95) for p=0.8, 0.9, 0.95 and 0.99 can also be calculated with formula (7).

The results are given in Table 2.

Table 2: Nonparametric One-sided Tolerance Intervals: Sample Size Requirements so that X(k) is the Lower Tolerance Limit or X(n-k+1) is the
Upper Tolerance Limit

α= 0.05

Values of k p =0.8 p =0.9 p =0.95 p =0.99

1 14 29 59 299

2 22 46 93 473

3 30 61 124 628

4 37 76 153 773

5 44 89 181 913

6 50 103 208 1049

7 57 116 234 1182

8 63 129 260 1312

9 69 142 286 1441

10 76 154 311 1568

11 82 167 336 1693

12 88 179 361 1818

13 94 191 386 1941

14 100 203 410 2064

15 106 215 434 2185

16 112 227 458 2306

17 118 239 482 2426

18 124 251 506 2546

19 129 263 530 2665

20 135 275 554 2784
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Similarly,  we  calculate  the  coverage  p  for  a  given

tolerance interval (X(k),X(n-k+1)) for a given k and n. The true

coverage p (with 95% confidence level) for selected k and n

are given in Table 3.

Table 3: Nonparametric Two One-sided Tolerance Intervals: True Coverage Probability (p) for a given Lower Tolerance Limit (X(k),X(n-k+1))

Sample Size Values of K

 1 2 3 4 5 6 7 8 9 10

20 0.663 0.502 0.366 0.242 0.126 0.017 NA NA NA NA

25 0.725 0.592 0.479 0.375 0.278 0.185 0.097 0.012 NA NA

30 0.768 0.655 0.558 0.469 0.385 0.305 0.228 0.154 0.082 0.012

35 0.799 0.701 0.616 0.538 0.465 0.394 0.327 0.261 0.197 0.134

40 0.823 0.736 0.661 0.592 0.526 0.463 0.403 0.344 0.287 0.230

45 0.842 0.764 0.697 0.634 0.575 0.518 0.464 0.41 0.358 0.308

50 0.857 0.787 0.725 0.669 0.615 0.563 0.513 0.465 0.417 0.371

50 0.857 0.787 0.725 0.669 0.615 0.563 0.513 0.465 0.417 0.371

60 0.880 0.821 0.769 0.721 0.676 0.632 0.589 0.548 0.508 0.468

70 0.897 0.845 0.801 0.759 0.720 0.682 0.645 0.609 0.574 0.539

80 0.909 0.864 0.825 0.788 0.753 0.720 0.687 0.655 0.624 0.594

90 0.919 0.879 0.844 0.811 0.780 0.750 0.721 0.692 0.664 0.637

100 0.927 0.891 0.859 0.829 0.801 0.774 0.747 0.722 0.696 0.672

110 0.934 0.900 0.871 0.844 0.819 0.794 0.770 0.746 0.723 0.700

120 0.939 0.908 0.882 0.857 0.833 0.810 0.788 0.767 0.745 0.724

130 0.944 0.915 0.891 0.868 0.846 0.825 0.804 0.784 0.764 0.745

140 0.947 0.921 0.898 0.877 0.856 0.837 0.818 0.799 0.781 0.762

150 0.951 0.926 0.905 0.885 0.866 0.847 0.829 0.812 0.795 0.778

160 0.954 0.931 0.911 0.892 0.874 0.857 0.84 0.823 0.807 0.791

170 0.957 0.935 0.916 0.898 0.881 0.865 0.849 0.834 0.818 0.803

180 0.959 0.938 0.920 0.904 0.888 0.872 0.857 0.843 0.828 0.814

190 0.961 0.942 0.924 0.909 0.893 0.879 0.865 0.851 0.837 0.823

200 0.963 0.944 0.928 0.913 0.899 0.885 0.871 0.858 0.845 0.832

The coverage p for a given tolerance interval (X(k),X(n)) or (X(1),X(n-k+1)) for a given k and n can also be calculated. The true coverage p (with 95%
confidence level) for selected k and n are given in Table 4.
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Table 4: Nonparametric One-sided Tolerance Intervals: True Coverage Probability (p) for a given Lower Tolerance Limit X(k) or Upper Toler-
ance Limit X(n-k+1)

Sample Size Values of K

Size 1 2 3 4 5 6 7 8 9 10

20 0.860 0.783 0.717 0.656 0.598 0.544 0.492 0.441 0.393 0.346

25 0.887 0.823 0.768 0.718 0.670 0.624 0.580 0.537 0.496 0.456

30 0.904 0.851 0.804 0.761 0.720 0.681 0.642 0.606 0.570 0.534

35 0.917 0.871 0.830 0.793 0.757 0.722 0.689 0.656 0.625 0.594

40 0.927 0.886 0.850 0.817 0.785 0.754 0.725 0.696 0.667 0.640

45 0.935 0.898 0.866 0.836 0.808 0.780 0.753 0.727 0.702 0.676

50 0.941 0.908 0.879 0.852 0.826 0.801 0.776 0.753 0.729 0.706

60 0.951 0.923 0.898 0.875 0.853 0.832 0.812 0.792 0.772 0.752

70 0.958 0.934 0.912 0.892 0.873 0.855 0.837 0.820 0.803 0.786

80 0.963 0.942 0.923 0.905 0.889 0.873 0.857 0.841 0.826 0.811

90 0.967 0.948 0.931 0.916 0.901 0.886 0.872 0.858 0.845 0.831

100 0.970 0.953 0.938 0.924 0.910 0.897 0.885 0.872 0.860 0.848

120 0.975 0.961 0.948 0.936 0.925 0.914 0.903 0.893 0.882 0.872

140 0.978 0.966 0.955 0.945 0.935 0.926 0.917 0.908 0.899 0.890

160 0.981 0.970 0.961 0.952 0.943 0.935 0.927 0.919 0.911 0.903

180 0.983 0.973 0.965 0.957 0.949 0.942 0.935 0.928 0.921 0.914

200 0.985 0.976 0.968 0.961 0.954 0.948 0.941 0.935 0.928 0.922

When an experimenter wants to determine the lower and upper limits of the specification that covers at least 90% of the product population,
for a continuous attribute with unknown distribution, he needs to plan an experiment with at least sample size of 72. On the other hand, for
k=1, (X(k),X(n-k+1)) is the range of minimum to maximum (table1). With sample size n=35, the range determined by (min, max) is 80% of the

population centered at median (table3).

Modified Wilks’ (1941) Approach

As shown in Section III, for tolerance interval (p,1-α) and any n satisfies sample size requirement, X(K) is the lower lim-

it of confidence interval of (p,1-α) if k is the largest integer satisfying the inequality [4]. Therefore, the confidence interval

(X(k),X(n)) would have a confidence level  and (X(k-1), X(n)) would be a tolerance interval with confidence level

. A naïve modification would be use the average of X(k) and X(k+1) to replace X(k) as the lower limit. It is repre-

sented as L(X),

[8-10]  investigated  interpolation  of  two  order statistics to improve the precision of the estimate. The inter-

polation can be expressed as follow,
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[11] presented a detailed discussion of the interpo-

lation methods and proposed an extrapolation for tolerance

interval  limit  based on sample sizes smaller than the mini-

mum required. However, for quality specification, the cover-

age  is  typically  high  and  often  the  range  of  values  are  re-

stricted,  we  don’t  recommend  to  use  the  extrapolation

method  for  quality  specification.

We also propose a method to determine the lower

limit for any given sample size n between S(k), the sample

size required for the kth order statistics, and S(k+1), sample

size required for the (k + 1)th order statistics.

For  example,  with  sample  size  =  150,  for  a  toler-

ance interval of 95% coverage and with 95% confidence lev-

el,  the  lower  limit  of  the  two  one-sided  tolerance  interval

should be

where X(1) and X(2) are the smallest and the second smallest observations respectively.

Figure 1: Determination of Nonparametric Lower Tolerance Limits when the Underlying Distribution is N(1,2): True Probability of Cover-
age Probability greater than 0.9 depending on Sample Size

In order to illustrate the improvement of the confi-

dence  level  of  modified  Wilks’  approach.  We  compare  the

three modified approaches or tolerance interval (0.90, 0.95)

with Wilks’ approach and use the X(k+1) as the lower limit as-

suming k=1. We generated 10,000 random samples from

N(1,7), normal distribution with mean = 0 and variance =7;

Exp(7), exponential distribution with rate parameter λ =7;

and chi-squared distribution χ2 (1), degree =1. We compare

the discrepancy between the probability of coverage proba-

bility greater than the pre-specified 0.90. The results are giv-
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en in Figures 1, 2 and 3. In Figures 1 to 3, Half-Half stands

for the average of the two order statistics, Proportion (p)

stands for the interpolation of two order statistics, Propor-

tion (s) stands for the interpolation of order statistics based

on the sample sizes. In addition, the determination of lower

and upper limits without interpolation are also presented in

those figures, which are labeled by Lower and Upper, which

stands for the smaller order statistics and the larger order

statistics, respectively. For example, with sample size = 150,

for a tolerance interval of 95% coverage and with 95% confi-

dence level, then X(1) would be chosen as the lower limit un-

der the approach of Lower; X(2) would be chosen as the low-

er limit under the approach of Upper.

Figure 2: Determination of Nonparametric Lower Tolerance Limits when the Underlying Distribution is Exp(0.7): True Probability of Cover-
age Probability greater than 0.9 depending on Sample Size

Figure 3: Determination of Nonparametric Lower Tolerance Limits when the Underlying Distribution is chi-square (1): True Probability of
Coverage Probability greater than 0.9 depending on Sample Size
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Discussion and Conclusion

[1]  Propose  to  use  the  “goodness”  criterion  pro-

posed by [6] to determine the sample size for two one-sided

tolerance  intervals  for  product  quality  specifications.  More

specifically, it is proposed to use δ=(1-p)/4 for the “good-

ness” criterion. When the data are continuous but following

unknown distribution, typically the tolerance interval is esti-

mated using order statistics. We adapt Wilks’ proposal of us-

ing order statistics to determine the limit of the one-sided

tolerance interval [2]. Based on Wilks’ method, we can de-

termine the minimum sample size requirements for one-sid-

ed and two one-sided tolerance intervals with a targeted or-

der statistic as the limit(s). Furthermore, we adapt the inter-

polation of order statistics approach proposed by [8-11] to

improve the precision of the estimate. We also propose to

use interpolation method to determine the limits of toler-

ance interval for sample sizes not presented in the mini-

mum sample size tables. Through a simulation study, we

have demonstrated that both methods can improve the pre-

cision of the estimated nonparametric tolerance intervals

with more accurate coverages given certain confidence lev-

els.

In  the  future  research,  we  will  use  formula  (4)  to

construct of the lower limit of the lower confidence limit of

percentile  estimation.  It  leads  to  the  determination  of  the

cut point in immunogenicity studies. It can further be used

for testing the difference of percentiles of two distributions

and assessing the comparability of biologic products.
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Supplementary Material

Simulation results for the (P,1-α) nonparametric two one-sided tolerance interval (X(k),X(N-k+1)) when k = 1, α = 0.05. The figure below present-
ed the center coverage of the tolerance interval for different sample size N under three types of underlying distributions. The minimum sam-

ple size requirement to obtain a center coverage greater than 0.9 is consistent with the results in Table 1 with k = 1 and P = 0.9.
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